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Abstract. This paper seeks to contribute to the emerging field of Quantitative 
Ethnography (QE) by demonstrating its utility to solve a complex challenge in 
Learning Analytics: the provision of timely feedback to collocated teams and 
their coaches. We define two requirements that extend the QE concept in order 
to operationalise it such a design process, namely, the use of co-design method-
ologies, and the availability of automated analytics workflow to close the feed-
back loop. We introduce the Multimodal Matrix as a data modelling approach 
that can integrate theoretical concepts about teamwork with contextual insights 
about specific work practices, enabling the analyst to map between higher order 
codes and low-level sensor data, with the option add the results of manually per-
formed analyses. This is implemented in software as a workflow for rapid data 
modelling, analysis and interactive visualisation, demonstrated in the context of 
nursing teamwork simulations. We propose that this exemplifies how a QE meth-
odology can underpin collocated activity analytics, at scale, with in-principle ap-
plications to embodied, collocated activities beyond our case study. 
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1 Introduction and Background 

Quantitative Ethnography (QE) is a methodological approach that respects the insights 
into specific cultural practices gained from the interpretive disciplines developed in 
ethnographic and other qualitative traditions, but seeks to apply the power of statistical 
and other data science techniques to qualitatively coded data, such as observational 
fieldnotes, interviews, or video analysis [36]. To date QE has been exemplified primar-
ily by the development of the Epistemic Network Analysis (ENA) tool, to examine the 
relationships between coded data elements (e.g. [9, 16, 35]).  

In this paper, we propose that a modelling methodology and analytics workflow, 
developed to process and visualise multimodal data from nursing team simulations, also 
exemplifies QE principles. The intended contribution is thus twofold: (i) an articulation 
of two key requirements in order to operationalise QE for a learning analytics 
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application, and (ii) a demonstration of QE’s value in implementing a multimodal 
learning analytics pipeline and end-user tool, which has been piloted with nursing aca-
demics and students. While Herder et al. [19] have described the full automation of 
ENA from online student teams’ interaction data, generating a real-time dashboard for 
teachers, to our knowledge, this is the first time that QE has been applied to the analysis 
of multimodal sensor data, combined with human observational data, to generate a feed-
back visualisation about collocated teamwork. 

In the next section we introduce the challenge of ascribing meaning to multimodal 
traces of learning activity. Section 3 introduces the specific educational challenge driv-
ing this work, namely, how to better inform the debriefings for collocated nursing teams 
on a simulated hospital ward. Section 4 provides a definition of our requirements in 
order to operationalise QE for such a learning analytics application. Section 5 intro-
duces the Multimodal Matrix, inspired by QE principles in combination with a team-
work activity theory, illustrating its application to the nursing context, and briefly de-
scribes the visualisations it enables, informed by co-design. Section 6 summarises pro-
gress to date, and outlines some future work trajectories. 

2 From Clicks and Data Streams, to Constructs 

An important challenge in the fields of learning analytics (LA) and educational data 
mining (EDM) is to provide more timely, useful evidence to aid teachers in pedagogical 
decision-making, and students in understanding what actions they can take to maximise 
their opportunities of learning, e.g. [2, 15]. While there has been substantial interest in 
creating visualisations and dashboards to communicate data to different stakeholders, 
recent reviews question the impact of these learning analytics interfaces [4, 20, 25]. 
Clearly, at the user interface level, the representations need to be intelligible to users 
[1] but the problems in fact go deeper into the infrastructure [17]. On what basis can 
low-level system logs serve as proxies for higher order constructs? Once that relation-
ship has been established, data can then be rendered in ways that are intelligible to 
people without a strong analytical background. Imbuing data with contextual meaning 
brings key stakeholders (such as teachers and students) into the sensemaking loop, 
whereas until quite recently, analytics for human activity remained the preserve of re-
searchers.  

This is fundamentally a modelling problem, long recognised in assessment science, 
and now manifesting in LA and EDM in various forms. In assessment science for tech-
nology-enabled learning such as educational gaming, we find techniques such as Stealth 
Assessment [37] and Evidence-Centred Design [3, 26]. In an LA context, this challenge 
has been dubbed as mapping “from clicks to constructs” [6, 39] . 

One particular strand of research within EDM focuses on adding meaning to student 
data before doing any data processing, through the use of alphabets to encode se-
quences of logged interactions. One example of this was presented by Perera et al. [30], 
who use alphabets as rules to encode low-level events from an online system into items 
representing a higher level of abstraction. This is performed as a pre-processing step 
before conducting sequence pattern mining to facilitate the interpretability of the 
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results. A similar methodological approach was suggested by Martinez-Maldonado et 
al. [22] who used different alphabets to interrogate a multimodal educational dataset 
(speech acts and actions on a shared device by groups of students) to find sequential 
patterns that differentiated cohorts of students. The limitation reported by authors in 
these studies is that an item can only contain a certain amount of contextual information. 
The more that information is associated with a particular logged action, the more com-
plex the task to mine useful partners becomes.  

The challenge of developing multimodal learning analytics can be seen as an ex-
treme case in which the aim is to capture rich contextual information in a learning sit-
uation [28]. These innovations offer exciting opportunities for educational research and 
practice through the analysis of multiple, intertwined streams of learner data (e.g. re-
lated to gestures, physical positioning, gaze, speech and physical manipulation of ob-
jects). Consequently, the user interfaces resulting from these multimodal innovations 
can be even more complex than regular LA systems [33] as they may pose serious 
challenges for teachers and students in terms of sense making of multiple sources of 
evidence. In fact, a recent review [10] identified that most current multimodal learning 
analytics tools are aimed at helping researchers to annotate multiple data streams to 
identify patterns of meaningful learning constructs. The current multimodal analytics 
prototypes, presented by Echeverria et al. [12, 13] and Ochoa et al. [29], are initial 
attempts to map low-level data with higher order constructs in the user interface. Wors-
ley [40] proposed the use of the concept of epistemological framing [34] as a potential 
way for understanding human cognition through multimodal data. In this case, the ep-
istemic frames can serve to typify of certain high-level activity (e.g. a person is discuss-
ing) based on a combination of low level behaviours that can potentially be detected 
via sensors (e.g. prolific gestures, an up straight posture, gaze at peers and animated 
talk and facial expressions).   

In sum, there is a growing interest in mapping from low-level data to meaningful 
constructs, and related attempts have been made in the areas of EDM, data-driven as-
sessment and multimodal LA. In the next section we introduce the applied challenge 
that has motivated the need to integrate theoretical concepts about teamwork with con-
textual insights about specific work practices, to enable the mapping of low-level sensor 
data with codes that could be used to operationalise meaningful constructs.  

3 Timely Feedback on Nursing Teamwork Simulations 

Nursing simulations play an important role in the development of teamwork, critical 
thinking and clinical skills and prepare nurses for real-world scenarios. Students from 
the UTS Bachelor of Nursing experience many hypothetical scenarios across different 
stages of their professional development. In these scenarios students, acting as Regis-
tered Nurses (RNs), provide care to a patient, who has been diagnosed with a specific 
condition. Manikins, ranging from newborn to adult, give students the opportunity to 
practise skills before implementing them in real life. Simulations are sometimes rec-
orded and played back to students so that strengths and areas for improvement can be 
observed in facilitated debriefing sessions [18].  
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The manikin (“Mr. Lars”) was programmed by the teacher to deteriorate over time, 
dividing the task into two phases. In phase one a group of four students assess and treat 
Mr Lars for chest pain. These RNs in different roles communicate with Mr. Lars, apply 
oxygen, assess his pain, perform vital sign observations, administer Anginine according 
to the six rights, connect him to an ECG, identify his cardiac rhythm, document appro-
priately and call for a clinical review. In phase two, the same group of students takes 
over Mr. Lars’s care at which point he loses consciousness due to a fatal cardiac rhythm, 
and the team must perform basic life support. Each simulation lasted an average of 9.5 
minutes. Fuller procedural details are provided in [12, 14].  

 

  
Fig. 1. Data collection from a nursing simulation in a lab scenario, using a range of sensors. 

3.1 Instrumenting Simulations to Detect Teamwork 

Several sensors and equipment were utilised to track interactions, summarised below: 
Indoor localisation: Students’ movement around the manikin was captured automat-

ically through ultra-wideband (UWB) wearable badges (Pozyx.io1). This system is 
composed of a set of anchors to sense the physical space, which are mounted on the 
walls, and several wearable tags or badges attached to people or objects (such as the 
resus trolley).  Figure 1 illustrates the distribution of the anchors across the simulation 
room (blue squares).  

Patient Simulator: Some student and patient actions were automatically logged by 
the high-fidelity Laerdal SimMan 3G2 manikin including placing the oxygen mask, set-
ting oxygen level, attaching blood pressure monitor, reading blood pressure, adminis-
tering medicine, attaching the ECG device, starting CPR, and stopping CPR. Proprie-
tary Laerdal Software exported the actions and their timestamp in a .txt file. 

Microphone array: A six-channel high-quality USB microphone array (Microcone) 
was located at the base of the patient’s bed to detect nurses’ conversations. Microcone 

                                                        
1 Pozyx developer kit and a multitag-positioning system: https://www.pozyx.io 
2 Laerdal simulation manikins: https://www.laerdal.com/nz/products/simulation-training/emer-
gency-care-trauma/simman-3g 
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Recorder application for MacOS was used to automatically track multiple people 
speech. Six .wav files were saved at the end of each session, one per channel. In addi-
tion, the application generated a .csv file including the total duration of the session, start 
and end timestamps where speech was detected and the person who was speaking (pre-
viously configured in the application). 

Physiological wristbands: Empatica E43 wristbands included a photo plethysmogra-
phy (PPG) sensor to measure Heart Rate continuously, an electrodermal activity (EDA) 
sensor to measure skin conductance, a 3-axis accelerometer to detect movement and 
activity, and an optical thermometer to sense physical activity. Each wristband exported 
an EDA.csv file containing the timestamp when the Empatica started to capture data 
and EDA values; and an ACC.csv file with x, y and z accelerometer values. 

In addition to these sensors and equipment, all the sessions were recorded by the 
video camera system installed in the lab room, comprising three fixed cameras and 
several microphones in the ceiling.  

Two researchers and a teacher were present in each session. Besides the data outlined 
above, other data gathering included observation notes and recordings of the group de-
briefing. These were transcribed for analysis. Data analysis involved two researchers 
independently screening the video recordings of the sessions looking for moments of 
interest that could serve to derive multimodal observations for further analysis. More 
details on the context and instrumentation are provided elsewhere [12]. 

4 Defining Requirements for QE Enabled Feedback 

In his presentation of the QE concept, Shaffer [36] set the goal of designing ways to 
model and analyse data that harmonise qualitative and quantitative methodologies. 
Clearly there are many facets to the QE concept, but in our reading, of particular im-
portance is the requirement that all analysis techniques can read from, and write to, a 
common data representation. This emphasis seems to us to be distinctive, clearly mov-
ing beyond mixed methods, and pivotal to enabling ethnography, and the social sci-
ences more broadly, to move into data science and real time analytics. Building on this, 
we introduce two additional requirements (points 1 and 4 below) to specify the design 
process and enabling infrastructure required to deliver timely, analytics-driven feed-
back:  

 
Using QE to inform the design of timely, analytics requires: 

1. Co-design with stakeholders in order to gain insights into current and envi-
sioned work practices.  

2. These insights inform the modelling and analysis of qualitative and quantitative 
data. 

3. Analysis techniques can read from, and write to, a common data representation.  
4. This is executed by an automated analytics workflow.  

                                                        
3 Empatica wristbands: https://www.empatica.com/en-int/research/e4 
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We emphasise co-design because we are developing feedback tools for use by real 
users (educators and students), so simply from sound user-centred design principles, 
this is good practice: we need to understand what feedback will be of most value. More-
over, human-centred design goes deeper than good user interfaces: it shapes the data 
we gather, and how we model it. The analytics challenge requires us to devise a way to 
model the sensor data in ways that respect, and will enable, culturally meaningful in-
terpretations of work practices when visualized. Co-design provides us with a way to 
understand work practices in great specificity.  

Secondly, we emphasise automated analytics workflow because this is the only way 
to make sense of large data sets sufficiently quickly to serve our purposes, namely, to 
close the feedback loop to educators and students in a timely manner for post-simula-
tion debriefings. We turn now to the question of how we bring the insights from co-
design to the modelling of multimodal data, and automate visualisation generation to 
inform the team debriefing. 

5 The Multimodal Matrix as a QE Modelling Methodology 

In order to address the above requirements, we have developed a modelling approach 
and data representation named the Multimodal Matrix (Figure 2), comprising the fol-
lowing conceptual elements: dimensions of collaboration, multimodal observations, 
segments, and stanzas, which are elaborated in subsequent sections.  

Fig. 2. Schematic design of the Multimodal Matrix, from [12] 

This matrix provides the common, integrating representation to hold data and anal-
ysis results from qualitative and quantitative methods: it can be populated with cate-
gorical data automatically from a full sensor/analytics pipeline, semi-automatically in 
which human input augments the analysis and/or workflow, or manually from conven-
tional qualitative or quantitative data analysis. Qualitative codes are modelled by com-
bining events from multiple sources (columns) into segments, and by combining mul-
tiple segments. Temporally dependent codes can be modelled into meaningful stanzas 
by combining segments (rows of events).  
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The matrix thus seeks to provide a representation to help make sense of low-level 
sensor data through the introduction of qualitative coding derived from top-down (the-
ory) and bottom-up (context-specific phenomena) sources: 

Theory: a framework for collaborative activity (ACAD) was used to define key con-
structs for combining lower level events into higher order codes (see below). Obvi-
ously, this could be replaced by any other theory/framework that served the analyst’s 
interests and stakeholders’ needs. The Multimodal Matrix enables us to introduce the-
oretical perspectives. We draw on the Activity-Centred Analysis & Design (ACAD) 
framework [24], which defines physical, epistemic and social dimensions as critical, as 
follows (p.2065):  

• “the set (physical) component – which includes the place in which participants’ 
activity unfolds, the physical and digital space and objects; the input devices, 
screens, software, material tools, awareness tools, artefacts, and other resources 
that need to be available 

• the social component – which includes the variety of ways in which people might 
be grouped together (e.g. dyads, trios, groups); scripted roles, divisions of labour, 
etc. 

• the epistemic component – which includes both implicit and explicit knowledge- 
oriented elements that shape the participants’ tasks and working methods.” 

To these three dimensions we add affective states of engagement, worry or anticipa-
tion, this being particularly important in the healthcare professions. It will be seen be-
low how these broad categories help to make sense of the data. 

Insights into work practices: multiple sources: (i) insights from nursing profession-
als about what makes a nurse’s position meaningful when performing different tasks; 
(ii) information from staff and students regarding they would like to see captured to 
inform post-simulation debriefing (informing which sensors are deployed); and (iii) in-
formation that staff and students said would assist post-simulation debriefing (from co-
designing visualization prototypes). Co-design sessions provided insights into the ex-
periences of UTS students and academics in the specific simulations run in the Health 
faculty’s facilities. We detail elsewhere how we have adopted, and in some cases 
adapted, well known co-design techniques to gain these insights [11, 31, 32]. 

 
5.1 Application of the Multimodal Matrix to Nursing Team Simulations 

Each data stream captured by the sensors and devices listed above was encoded into 
columns in the multimodal matrix based on meaning elicited from subject matter ex-
perts, the learning design, or literature. The data streams were manually synchronised 
at 1 Hz, down-sampling data streams from sensors that had a higher frequency. The 
multimodal observations used in our studies, and their relationship with the dimensions 
of collaboration, are depicted in the edited excerpt from a nursing teamwork simulation 
in Table 1. 
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Table 1. Edited excerpt from a nursing teamwork simulation encoded in the Multimodal Matrix 
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3:22.0 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0 

3:22.1 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 1 0 

3:22.2 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0 

3:22.3 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0 

3:22.4 0 1 0 0 0 L 0 0 0 0 0 1 1 1 0 0 0 

3:22.5 0 1 0 0 0 L 0 1 0 0 0 0 0 0 0 0 0 

 
5.2 Multimodal Observations 

From the data collected, we were now in a position to associate multimodal observa-
tions, optionally in combination, with one or more dimensions of collaboration. Space 
precludes a very detailed description, but our goal in this paper is to convey the way in 
which the coding of data works. 

Segments: Segments are considered the smallest unit of meaning. Thus, for this par-
ticular example in teamwork nursing simulations, we took a segment of one second. 
This small value was selected because we needed to analyse moment-to-moment criti-
cal reactions from nurses during the performance of the activity, this being a high-stakes 
activity.  

Stanzas: Segments can be grouped according to criteria to show meaningful rela-
tionships. In the nursing simulations, stanzas were defined to capture key phases in the 
collaborative task (e.g. see rows grouped by phase in Figure 2). For this particular ex-
ample, two stanzas were defined, based on two critical actions in the learning design: 
i) when the patient asks for help and ii) when the patient loses consciousness. 

The major column headings in Table 1, drawn from the ACAD framework, are de-
scribed next. 

ACAD Physical dimension. Embodied strategies during high-stakes teamwork sce-
narios are critical in healthcare education [23]. This provides an example of how qual-
itative insights into the work practice shape the quantitative modelling: what makes 
position meaningful, for these stakeholders, in this simulation? In other simulations, 
position might take on other significances, or with more advanced students (for in-
stance) there might be other learning outcomes, which will focus on other key behav-
iours. Based on interviews with four nursing teachers [14], we identified five meaning-
ful zones which are associated with a range of actions nurses must perform: i) the 
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patient’s bed, for cases in which nurses were located on top of or very close to the 
patient; ii) next to patient, for cases in which nurses were at either side of the bed; iii) 
around the patient, for cases in which nurses were further away from the bed, from 1.5 
to 3 metres away of the bed); iv) bed head; which is an area where a nurse commonly 
stands to clear the airway during CPR; and v) trolley area, for cases in which nurses 
were getting medication or equipment (a localisation badge was attached to the trolley). 
Indoor localisation data was automatically encoded into these meaningful zones (Fig. 
3).  

 

 
Fig. 3. Nurses’ positions were classified into zones, reflecting insights from subject matter ex-

perts regarding what makes position significant in teamwork [12] 

A Kalman filter was applied to remove noisy data points, and a cluster analysis was 
performed (k=16) to assign one meaningful zone to each point. The first five columns 
in the Physical dimension group from Table 1 illustrate the meaningful zones for RN1 
(e.g. RN1.patient_bed). Each cell has a value of “1” if that zone is occupied, or “0” 
otherwise. For instance, the row in the first second [0,1,0,0,0] means that RN1 was next 
to the patient. In addition to movement, nurses’ physical intensity is studied in the lit-
erature [8], ranging from low (e.g. walking, talking, manipulating medical tools) to high 
(e.g. performing a CPR). We defined low (L), medium (M) and high (H) levels, where 
high = performing CPR. The last Physical column shows that RN1’s physical intensity 
at 03:22.0 was low (L). 

ACAD Epistemic dimension. In the matrix, each column represents who performed 
an action (e.g. RN1.check_pulse). For example, the first column in the Epistemic di-
mension group is RN1.check_pulse = 0, meaning that RN1 did not check the pulse at 
time 03:22.0, while RN2.check_pulse = 1 at 03:22.5. 

ACAD Social dimension. Verbal communication plays an important role in the man-
agement and coordination of patient care and teamwork strategies [41]. From the video 
recordings, we manually transcribed and synchronised the speech for each nurse and 
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the patient using NVivo software. Start and ending points were annotated, along with 
the speaker and listener identification to further model the interactions. With this infor-
mation, we created a sparse matrix, with 1’s when a nurse was speaking/listening at a 
specific time, or 0 otherwise. The first column in the Social dimension group shows 
RN1.speaking, RN2.speaking and patient.speaking, and the following three columns 
are listening interactions. We can observe how the patient-nurse speaking-listening in-
teraction is represented for the first four seconds: row [0,0,1]; [1,1,0] means that the 
patient is speaking while RN1 and RN2 are listening.               

Affective dimension. Physiological data can be effectively used to aid nurses in re-
calling confronting experiences in order to develop coping strategies [27].  An increase 
in EDA, specifically, is typically associated with changes in arousal states, commonly 
influenced by changes in emotions, stress, cognitive load or environmental stimuli. We 
automatically identified peaks in EDA data as a minimum increase of 0.03 µs [5], using 
EDA Explorer [38]. Each cell contains a value of “1” when a peak in that timeframe 
was detected. For example, the RN1.EDA_peak column shows that RN1 had an EDA 
peak at 03:22.0. 

We should emphasise that the primary classification of an atomic event under one 
of the four column headings should not be read as a rigid constraint. For instance, com-
mon sense tells us that “social” actions may also have physical attributes. An arbitrary 
number of codes can be defined as combinations of any events, constrained only by the 
analyst’s interests.  

Judgements about whether an attribute is, for instance, “High / Medium / Low” are 
again, modelling decisions, which may be based on theory, evidence or intuition (see 
the above example rationale for setting activity peak thresholds for EDA data). Binary 
0 /1 variables are required, but apply only for the specified duration (row labels). For 
instance, if higher definition tracking of certain columns is required than in the above 
example, one could sample every 0.1 seconds to detect changes. 

To summarise, the Multimodal Matrix provides a ‘container’ to make modelling de-
cisions explicit. The merits of those decisions derive from the integrity of the underly-
ing assumptions about the structure of the phenomena, and how they can be modelled. 
In the concluding section, we reflect on the commitments that this approach is itself 
requiring on behalf of the analyst. 

5.3 Generation of Visual Feedback 

We are now ready to return to the applied outcome, namely, to improve learning by 
providing better feedback to the nursing teams and teachers. Thus, the final step is to 
generate representations that offer insights. Figure 4 shows examples of the visualisa-
tions that are now being evaluated with the academics and students, informed by the 
initial co-design sessions. See [12] for a fuller design rationale behind these, and the 
results of user trials. 
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Patient-centred verbal communication 
within the nursing team as a sociogram 

EDA peaks (orange) potentially signifying 
stress or other forms of cognitive arousal 

 

  
Patient-centred movement of nurses 

around the zones of the simulation ward 
Clinical actions performed by nurses on 
the manikin patient and other devices 

Fig. 4. Example visualisations generated from the multimodal teamwork activity data 

6 Summary and Future Work 

In this paper, we have proposed a Quantitative Ethnographic methodology and analyt-
ics platform, to tackle the problem of making multimodal data streams meaningful for 
interpreting collocated teamwork. We accomplish this using a data representation 
called the Multimodal Matrix, which organises quantitative data in relation to codes 
derived from two sources: qualitative insights from stakeholders into their work prac-
tices (i.e. undertaking and coaching nursing simulations), plus theoretical insights into 
how collaborative teamwork can be analysed (ACAD framework). Rows in the matrix 
may be populated automatically or semi-automatically, and additionally with results 
from manual data analyses. This modelling approach thus enables us to build a princi-
pled bridge between multimodal logs generated from sensors, and higher order con-
structs such as a curriculum outcome (e.g. ‘competence in patient-centred teamwork’), 
and its constituent skills (e.g. ‘patient-centred talk’; ‘correct positioning during CPR’). 
When those signals are combined meaningfully, they may serve as proxies for these 
competencies, and once visualized, may provoke deeper reflection and discussion in 
debriefing sessions.  

To deliver real-time, scalable feedback to nursing teams, we have highlighted the 
need not only for an integrative representation, but also co-design processes that pro-
vide stakeholders with voices to shape the design, and an automated workflow capable 
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of generating feedback representations sufficiently quickly. The analytics workflow is 
now sufficiently automated (there remain a few manual elements) to generate visuali-
zations for student debriefs within a few minutes of completing a simulation, and the 
Multimodal Matrix has provided the database to generate visualizations to meet stake-
holders’ requests for debriefing support, which are now being evaluated with staff and 
students, with promising results [12].  

Fuller workflow automation must overcome challenges such as identifying who is 
performing an action and connecting siloed data sources from different products (e.g. 
manikin and wristband data) before the scripts can integrate and visualize them. Alt-
hough not the focus of our work to date, attempts to automate other forms of qualitative 
analysis — e.g. attending to what, how or when utterances are made — does of course 
present complex challenges, requiring different kinds of textual content analysis, se-
quence analysis [22], location analysis [21], speech content analysis [7], and so forth, 
which are the focus of multimodal learning analytics research. Analyses of how space 
is used can draw additionally on knowledge of team roles, and hence power. For in-
stance, knowing that a nurse is the team leader leads one to expect different activity 
from that role at a critical moment. We are interested to learn of other examples in 
which positional data might be combined with other data classes in order to quantify 
phenomena that qualitative analyses have concluded are significant. 

We believe that this is the first application of a QE approach for collocated team-
work, working from multimodal data streams rather than clickstreams. The principles 
underpinning Quantitative Ethnography, codified in the Multimodal Matrix, have as-
sisted us in making significant advances in tackling an extremely complex challenge: 
delivering timely analyses and feedback on embodied groupwork.  

To conclude, we would want to reflect critically on the Multimodal Matrix as a lens. 
It is agnostic both theoretically and empirically, in the sense that it can be used to struc-
ture data about any form of temporal activity, with columns labelled according to any 
constructs of interest, and myriad visualisations can be generated from this. On that 
basis, we envisage that it should be of service for analysing diverse forms of human 
activity. That being said, no symbol system is completely neutral, but always privileges 
certain information, and ignores others. All symbol systems require the structuring of 
thought and data in particular ways: writing has different affordances to oral commu-
nication, visual representations vary in their perceptual affordances from each other, 
multimedia adds new dimensions, and so forth. It is possible that the tabular represen-
tation used in the Multimodal Matrix, in which rows represent time windows, and col-
umns discrete streams of data, may prove problematic for certain forms of ethnographic 
or other qualitative analysis. Since we have highlighted that a hallmark of QE is the 
ability for quantitative and qualitative methods to read and write a common represen-
tation, we welcome commentary on whether this representation is indeed sufficiently 
expressive to meet the needs of other QE approaches. 
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